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(57) Abstract: A method of generating and
38 processing images with variable light con-
‘ ditions includes the steps of: (i) capturing a
first image using a sensor or camera having
a first quality parameter setting (e.g. ISO
sensitivity setting, the shutter speed setting,
the aperture setting and/or the sensitivity
setting); (ii) capturing a second image us-
ing, a sensor or camera having a second
quality parameter setting, which second
quality parameter setting is different to the
first quality parameter setting; (iii) creating
a composite image using a portion of the
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first image and a portion of the second im-
age, without overlap of the image portions;
and (iv) performing an image processing
technique on the composite image.
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METHOD OF GENERATING AND PROCESSING IMAGES

BACKGROUND

The present invention relates 1o @ method of generating and processing images. More
specifically, the present invention relates to a method of {i} genersting & composite
image from sections of two images with different properties; and (i) processing such

composite image.

Using hwo cameras or sensors'{o generate images is known. F m instance, WO03Z/043316
“Dual camera survellfance and control systemy” to Gin describes a camera including: § &
high sensitivity mono camera with enhanced infrared response for zero ambient light
surveillance; () a colour camera for high ambient light conditions; and (i} & swiich for
swilching between the two cameras in response to changss in the ambient light condition.
WO2007/088892 “‘Camesra system” o Internova Holding BVEA describes a simitar

systemn, but using two cameras with different light sensitivity settings.

s

U s alse kKnown lo use a first image to progess a second image. For instance,
UBZ0 130135445 “Primary and auxiliary image capturs devices for image processing and
refated methods” to 3DMedia Corporation describes a systém comprising a primary
image caplure device that captures 2z first image having a first quality characteristic {s.g.
resclution, oolour, luminance and shaking) and a secondary image caplure device that
captures g second image having a second auality characteristic of jower quality than the
first qualily characieristic, and using one of the captured images o adjust af least one
parameter of the other caplured image so as to align the quallly characteristics of both
images - the aim baing o equalize and combine the images o form a 3D image.

i

USB,378 851 "Fusion of images in enhanced obstacle detection” to Stein of af describes g
collision delection system uliiizing an infrared camera and a visual light camera. The
systarmn overlapsialigns and fuses the FIR and VIS images fo defermine the distance

batween objects capiurad in the images and the cameras.

Use of muli-camsra syslems io track objecls during sports games is also known. For

instance, US2013/0148861 “Systems and methods for video processing” fo Weideas
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Network Inc. describes a system that automatically switches belween cameras o ensure

that appropriate cameras are used to track selected objects on a sporis fisld.

Furthermore, US2005/0038036 “Camera control apparatus and method” fo Stevenson ef
al describes a systemn that records imagss from different cameras, as an object racked

by the sysiem moves between the fields of view of the cameras.
None of the known systems are specifically suited {o tracking objects within an area with

variable Hight infensity. And, &t is an object of the present invention {o provide a system

that is tallored o such an application.

SUMMARY OF THE INVENTION

According to a first embodiment of the present invention, a method of gensrating and

processing images includes the steps of

capturing a first image using & sensor or camera having & first qualty paramster
¥ R = >

capturing 8 second image using 8 sensor or camera having & second guality
parameier setting, which secand guality parameter selting is different 1o the first

guatlity parameter setling;

creating @ composite image using a porflon of the first Image and a portion of the

second image, without averlap of ths image porfions; and

performing an imags procassing technique on the composite image.

Typically, the first imags is captured by = first sensor or camerg and the second image is
captured by & second sensor or camera. Allernatively, the first and second images are
caplured by the same sensor or camera, which gquality parametsy setting alfermnates

between the first and second quality parameter settings for consecutive images captured.

Generally, the quality paramester seling is the exposure sstling, the IS0 sensitivity

setfing, the shuller speed selling, the aperture setting andfor the sansifivity setting.



[%ad

[
)

ik

wa
1

WO 2015/006787 PCT/ZA2014/000031

Preferably, the first quality parameter setting is suited to high ambient light conditions and

the second quality paramstar sedting is suited 1o low ambient light conditions.

Typically, the portion of the first imags used to creais the composite image is the portion
showing an arsa with high ambient light conditions, and the portion of the second image
used to creals the composite image is the portion showing an arsa with low ambient light

conditions.

Ganerally, the composite image is processed to identify or track an object in the

compasile image.

Preferably, the method of generating and processing images is used to lrack chiects

laking partin & sports event

BRIEF DESCRIPTION OF THE PRAWINGS

The invention will now be described I more dstall, by way of exampie only, with

raference o the sccompanying difawinga i whish:

Figure 1 is @ perspective view of a sports svent occurting on a field that is half in the
shade, with cameras operating the method of generating and processing

images according to a preferved embodiment of the invention;

1

fgure 2 is & first image captured by a first camers and a second image caplursd by

a second camsra according o the method in Figure 1;

Figure 3 is & sevss of consecutive frames capturad by a single camera aoconding fo
the method of generating and processing images according o & second

embodintent of the invention; and

Figure 4 s @ composite image ganerated according to the method of generating and

processing images according io sither the first or second smbodiments of

by

ths invention.
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DESCRIPTION OF THE INVENTION

With reference to Figures 1, 2 and 4, 2 method of generating and processing images 24
and 26 utilises a first camera or sensar 12 and a second camera or sansor 14 linked
3 logether so as o share the same field of view (Le. to capture conternporaneous images of

the sams area).

The linked cameras 12 and 14 are located proximate each other. The first camers 12 has

a first quality parameler selting {e.¢. an sxposure, 80 sensilivity, shutter spesd, aperfurs

0 andior sensitivity sefting), and the second camera 14 has 3 second qualily parameter
selling {#.g. an exposure, IS0 sensitivity, shutter speed, aperfurs andior sensitivity
salting). The first quality paramster setfing being different {o the second qualily parameter
setting.

5  For example, the 180 selling on the first camera 12 may be fow {l.e. suited for high

ambient fight conditions), while the 180 selling on the sscond camera 14 may be high

{i.e. suited for low ambient light conditions).

Figure 1 shows a sporls svent taking place in a stadivm 15, The sun 18 casis a shadow
20 20 over the fleld 22, As such, a portion of the field 22 is sxposed {o infenss sunlight,
whereas the rest of the fisld 22 is subjected o comparatively low ambient light. During the

sports event, player 28 runs over ths field 22, in and out of the shaded portion 20,

The quality of portions 24a of a first image 24 in the sunny ‘part of the field 22 that is
25 caplured by the first camera 12 is good, since the ISO sefting of the first camera 12 ia
specifically suited {o these conditions. Howaver, the gualiy of portions 24b of the firsy
mage 24 in the shade 20 caplurad by the first camera 12 is poar, since the {SO setting of
the first camera 12 is 0o low for the low teve] of ambient light in this region. Similarly, the
quality of portions 26b of a second image 26 in the shade 20 that are captured by the
30 second camera 14 is good, since the 1SO setling of the second camera 14 is specifically
suited to these conditions, whereas the quality of the portions 26a of the second images 26
in the sunny part of the fleld 22 captured by the second camera 14 is poor, since the 180
setting of the second camera 14 is too high for the high level of ambient fight in this

region.

o4/

Accordingly, when a player 28 runs around the fleld 22, in and ou! of the shade 20, the

sultability of the first and second cameras 12 and 14 1o capturs good qualty images 24

4
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ana 28 of the player 28 alternate — the first camera 12 providing good quality first images
24 of the player 2B in the sun and the second camers 14 providing good quality second

images 26 of the player 28 in the shade 22.

Figure 2 shows a first image 24 captured by the first camera 12 and 2 second iniage 26

caplured by the second camers 14,

A compuier (not shown) analyses the first and second images 24 and 26 and dentifies
the good {24a and 26b) and poor (24b and 28a) qualily portions of each image 24 and 28
This could be done by analysing differentiations in the colour of pixels. For example,
where the differentiation in colour between foreground ohjects and the background is low,
that portion of the image could be recorded as over or under-exposed (see portion 24b
and 28a, which are under and overexposed, respectively). Alternatively, the compuler
sould analyse the general colour of a portion of the image 24 and 26. Where this is too

fight or dark, that portion 24b and 25a could be recorded as over or underexposed.

The good porlions {24a and Z8b) of each of the first and second images 24 and 26 are
extracted. Where common portions of the first and sscond image 24 and 26 are
exiracted, the computer refaing the portion thatis of @ higher guality than the othar. Thesse
extracted portions (24a and 26b) of the first and sscond images 24 and 26 are then
combined o form a composite image 30 shown in Figure 4. it will be appraciated that
none of the portions 24a and 28b of the first and second irnages 24 and 26 forming part

of the composite image 30 overlap. Instead, distingt portions 24a and 28b are “stitchad™

fogether.

The method of combining Images according to the present invention should be contrasted
against High-Dynamic-Range imaging (HDORD) techniques. HDRI comprises taking a
serigs of consecutive source imagses of the same sublect mattsr at different luminosity
setiings and calculating & weighted sum of the pixel luminance of the source imagss fo
genarate a "composite” image. Since sach source image is spaced in time, this technigue
is not particularly sulted fo generating “composits™ images of moving objects, as the
moving object in each source image will have shifted, creating “ghosis™ and/or blurred
outlines. B is also worth pointing out that averaging ths ;:zéxéi luminosity of a series of

source images effsclively constitles “overapping” source images.
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Furthermore, the computer processing required fo generate an HDR! image is typically
greater than that required to generale a composite image 30 according 1o the present

nvention.

Returning to the method according to the presant invention, since the composite image
30 includes only the gocd gualily portions 24a and 2680 of the first and second images 24
and 28 the colour of the cbiects {e.g. the player 28} in the foreground of the composits
mage 30 is distinct from the colour of the background {which disinct ocutiine should be
contrasted with the blurrsd oulline of moving objects gensrated by HORI). This
differentiation in pixsl colour renders the composite image 30 sultable for inage
processing technigues, such as object identification andior tracking. Furthermore, since
the composite image 30 generated by the present invention doss not overlap portiens of

first and second images 24 and 28, “ghosting” of a moving image does not ooour,

% will be appreciated ihat, using the method described above, movement of the player 28
can be tracked when the player 28 is running in both the sunny and the shady patis of the
fleld 22.

According o g second embodiment of the invention, the method of generating and
processing images utilises a8 single camsra 12, The 180 sens#ivity of the camera 12 is
variable so as {o swilch between low and high I8C settings for consscutive images
captured by the camera 12 {otherwise known as "frames™). As shown in Figure 3, the
camera takes a series of images 32 10 40 of a playsr 28 on a fleld 22 that s partisly in
fhe shade 20. The first image 32 is taken at a8 low 180 sefling and therefore caplures the
sunny part of the fleld 22 in good quality (sse portion 32a), while underexposing the
shaded 20 portion 32b. The consecutive, second image 34 is taken at @ high 180 satling
and therefors captures the shaded part 20 of the fisld 22 in good quality {ses portion
34b}, while overexposing the sunny portion 34a. Consecutive images 38 to 40 simiarly

alternate between jow and high 180 settings.

Uniike the preferred embodimernt, where the first and second images 24 and 26 are taken
conternporaneocusly, the images 32 o 40 are spaced in time. Howsvar, using a high

speed cameara 12 will imit diferences between consacutive images 32 16 40,

A computer (not shown) then uses pairs of consecutive images {i.e. images 32 and 34, 34
and 38, 38 and 38, and 38 and 40) to creats four composite images 30 in the same

mannar gs previously described, which compaosife images 30 may be subject o image

5
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processing technigues o identify or track @ mobile objsct {e.g. the playsr 28) captured by
the images 32 {0 40,
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gthod of generating and processing imagss including the sieps of

capiuring a first image using & sensor or camera having a first quality

parameter sefting;

capturing & second image using a sensor or camera having a sscond guality
parametlsr setting, which second qualily parameter setfing is different (o the first

gualily parameter setting;

orealing @ composiie image using a portion of the first image and a portion of

the second image, without overap of the image portions; and

erforming an imags processing technigues onthe composite image.
, i g @

& misthod according 16 clalmy 1, whersin the first image is caplured by 3 §rst sensor
] Y

or camera and the second image is captured by a second sensor of camera.

A method according {o clalmy 1, wherein the first and second imagss are caplured
by the same sensor or camera, which quality paramster setting alternates between

the first and second gualily parameter setlings for conseculive images caplured.

A method according to-clalm 2 or claim 3, whersin the quality parameter sefting is
the exposwre sefling, fie IS0 sensitivily setting, the shuiter speed setting, the

aperture ssiiing andior the sensitivity seffing.

A method accerding fo claim 4, wherein the first quality parameter seting is suited
¢ high ambient ght conditions and the second quality parameter selting is suiled to

fow ambilent light conditions.

A msthod according o claim &, wherein: (i} the porlion of the first image used o
create the composite image is the portion showing an arsa with high ambient fight
conditions; and (i) the portion of the second image used o create the composite

image is the portion showing an area with low ambient light conditions.
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7. A method according o cleim €, whersin the composite image is processed 1o

identify or track an object in ths composite mage.

8. A method according to claim 7. used to track objects taking part in a sports event,
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2t Figure 4
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